Ultrafast relaxation dynamics of hot optical phonons in graphene
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Using ultrafast optical pump-probe spectroscopy, we study the relaxation dynamics of hot optical phonons in few-layer and multilayer graphene films grown by epitaxy on silicon carbide substrates and by chemical vapor deposition on nickel substrates. In the first few hundred femtoseconds after photoexcitation, the hot carriers lose most of their energy to the generation of hot optical phonons which then present the main bottleneck to subsequent cooling. Optical phonon cooling on short time scales is found to be independent of the graphene growth technique, the number of layers, and the type of the substrate. We find average phonon lifetimes in the 2.5–2.55 ps range. We model the relaxation dynamics of the coupled carrier-phonon system with rate equations and find a good agreement between the experimental data and the theory. The extracted optical phonon lifetimes agree very well with the theory based on anharmonic phonon interactions. © 2010 American Institute of Physics. [doi:10.1063/1.3291615]

The performance of most demonstrated and proposed graphene-based electronic and optical devices depends critically on carrier and optical phonon scattering as well as relaxation dynamics.1–5 Optical phonons in graphene can decay in two main ways as follows: (i) optical phonons can get absorbed by electrons or holes, or (ii) optical phonons can decay into other phonons via anharmonic interactions and lattice defects. In this letter, phonon lifetime refers to the lifetime due to the latter processes, the most important of which is the decay of an optical phonon into two acoustic phonons.6 Optical phonon lifetimes in graphene can be estimated from frequency domain measurements, such as Raman spectroscopy. However, the measured Raman linewidths also contain contributions from pure dephasing processes and inhomogeneous broadening.7 Direct measurement of the optical phonon lifetime in carbon nanotubes via time-resolved Raman anti-Stokes spectroscopy was performed by Song et al.8 and a value of ~1.1 ps was reported. Theoretical calculations of the hot optical phonon lifetimes in graphene due to anharmonic decay into acoustic phonons were carried out by Bonini et al.9 and values between 2–3 ps were reported for both zone-center ($E_{2g}$) and zone-edge ($A'_1$) modes for phonon temperatures in the 500–900 K range. A much longer lifetime value of ~7 ps was measured by Kampfrath et al.8 via time-resolved measurements of the electronic temperature using optical-pump terahertz-probe spectroscopy. Degenerate optical pump-probe studies of carrier dynamics in epitaxial graphene have been reported previously by the authors and others.10,11 In this letter, we use optical pump-probe spectroscopy to study optical phonon lifetimes in graphene, and we also present a theoretical framework for interpreting the results.

Graphene samples used in this work were grown on the silicon and carbon faces of semi-insulating silicon carbide (6H-SiC) wafers by thermal decomposition (epitaxial growth9) and also by chemical vapor deposition (CVD) on nickel.10,11 Samples A and B were grown on the carbon face of SiC and Sample C was grown on the silicon face of SiC. Sample D was grown by CVD on nickel and then transferred onto a quartz substrate. Sample D was found to have patches in which the number of layers varied between 1 and 3. All samples were characterized via Raman spectroscopy (pump wavelength 488 nm) and optical/IR transmission spectroscopy. The characteristics are recorded in Table I. For spectroscopy, the pump and the probe beams were obtained from a Ti:Sapphire mode-locked laser with a 81 MHz pulse repetition rate and a 780 nm center wavelength. The pulse width [full width at half maximum (FWHM)] at the sample was measured to be ~100 fs. The polarization of the probe was rotated 90° with respect to the pump such that scattered pump light could be filtered out of the probe beam before photodetection using a polarizer and a spatial filter. The differential transmission (DT) of the probe due to the pump was obtained by chopping the pump and probe at different frequencies and recording the photodetector current at the sum frequency with a lock-in amplifier.

The measured time-resolved DT signals (normalized to their peak values) for all the four samples are shown in Fig. 1 (solid circles). In each case, the pump energy was ~14 nJ (fluence ~15 μJ/cm²). The photoexcited carrier density was estimated to be ~5 × 10¹¹ cm⁻² per layer for samples A through C (SiC substrate), and ~8 × 10¹¹ cm⁻² per layer for Sample

<table>
<thead>
<tr>
<th>Sample</th>
<th>$I_0/I_D$</th>
<th>$N$</th>
<th>$\tau_{ph}$ (ps)</th>
<th>$n_e$ (cm⁻²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>20.5</td>
<td>55</td>
<td>2.55 ± 0.08</td>
<td>1 × 10¹¹</td>
</tr>
<tr>
<td>B</td>
<td>57</td>
<td>16</td>
<td>2.5 ± 0.08</td>
<td>1 × 10¹¹</td>
</tr>
<tr>
<td>C</td>
<td>9.6</td>
<td>2</td>
<td>2.55 ± 0.1</td>
<td>6 × 10¹¹</td>
</tr>
<tr>
<td>D</td>
<td>19</td>
<td>~2</td>
<td>2.5 ± 0.12</td>
<td>7 × 10¹¹</td>
</tr>
</tbody>
</table>

TABLE I. Experimentally determined quantities: Ratio of Raman G-peak and D-peak intensities $I_0/I_D$, the number of graphene layers $N$, the extracted values of the optical phonon lifetime $\tau_{ph}$, and the average equilibrium carrier density per layer $n_e$.}

—
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sample D (quartz substrate). The measured transients exhibit two distinct time scales. The DT signal decreases rapidly to almost 10% of its peak value in the first 400-500 fs, and then it decreases much more slowly afterwards. These results can be qualitatively explained in the following way. We assume that the probe transmission is affected only by the change in the interband absorption caused by the pump pulse. Since the probe transmission is sensitive to the carrier occupation in the conduction and valence bands at energies ~hω/2 above the Dirac point (half of the pump photon energy), it is also sensitive to the carrier temperature. Immediately after photoexcitation, the photogenerated electrons and holes thermalize with each other and the existing carriers, thereby acquiring Fermi-Dirac distributions with high temperatures. Recent studies have shown that the thermalization times for the photoexcited carriers in graphite are extremely short and in the 20–40 fs range. Due to the fast electron-hole scattering times, it is also reasonable to assume that the electron and hole temperatures are approximately the same. The thermalized electron and hole distributions then cool down via interaction with the optical phonons. The hot photoexcited carriers lose most of their energy to the optical phonons in the first 500 fs after photoexcitation. This results in the generation of hot optical phonons, which then present cooling via interaction with the optical phonons. The hot optical phonons have energies ~hω/2 above the Dirac point (half of the pump photon energy), and they are sensitive to the carrier temperature.

Intraband electron-phonon scattering can be intravalley (due to the carrier occupation in the conduction and valence bands at energies ~hω/2 above the Dirac point) or intervalley (due to the carrier occupation in the conduction and valence bands at energies ~hω/2 below the Dirac point). Using the matrix elements for electron-phonon scattering given by Rana et al., the net optical phonon emission rates, R_{Fe} and R_{Kc}, can be expressed as:

\[ R_{Fe} = \frac{g}{2\pi \hbar a_{ph}^{2}} \int_{\omega_{ph}}^{\infty} d\omega E(E - \hbar \omega) \times \left[ f(E)[1 - f(E - \hbar \omega)](1 + n_{F}) - f(E - \hbar \omega) \times [1 - f(E)]n_{F} \right], \]

where \( g \) is the enhancement factor, \( a_{ph} \) is the phonon wave vector, and \( n_{F} \) is the Fermi-Dirac occupation factor.

The integrand in the above equation is the distribution in energy of the electron-phonon scattering events. The expression for \( R_{Kc} \) is the same as above except for the replacement \( \Gamma \rightarrow Kc \). Here, \( dt/db = \frac{\rho}{\hbar v_{F}} \) in the range of 0.8 eV per unit area, and the largest value of \( q \) can be approximated by \( 4 \times \left( E_{ph}/h\nu \right)^{2} \). The factor of 2 in the front stands for the two degenerate LO and TO phonon bands at the \( \Gamma \)-point. Similarly, \( M_{F} \) equals \( 2 \times \left( E_{ph}/h\nu \right)^{2} \). Here, the
factor of 2 in the front stands for the two degenerate phonon valleys at the K and K’ points. Since the optical phonon emission time for an electron at an energy $h\omega/2 \approx 0.8$ eV above the Dirac point is less than $\sim 50$ fs [see Fig. 2(a)], the initial carrier temperature is computed by assuming that during the first 100 fs after photoexcitation all the photogenerated carriers emit $\sim 2$ optical phonons. The set of coupled Eqs. (2)–(4) were solved to obtain the carrier temperature and the phonon numbers as a function of time. It is assumed that no significant carrier recombination occurs in the first few picoseconds. The carrier distributions were then used to compute the optical transmission using the expressions given by Dawlaty et al. and the results were convolved with a probe pulse assumed to be Gaussian with a FWHM of 100 fs (see Fig. 1, solid lines). The only two fitting parameters in the model are $\tau_{ph}$ and the equilibrium carrier density per layer, $n_e$. Their extracted values are given in Table I. The extracted values of $\tau_{ph}$ are not sensitive to the extracted values of $n_e$ nor to the photoexcited electron-hole densities. Figure 3(b) shows the agreement between the theory and the data for different pump pulse energies. In each case, the average best fit value for $\tau_{ph}$ was found to be 2.5 ps.

Figures 3(c) and 3(d) showed the calculated carrier and phonon temperatures and phonon occupation numbers plotted as a function of time after photoexcitation $\tau_{ph}$ was assumed to be 2.5 ps. We assumed that the phonons were initially at room temperature (300 K) and the equilibrium electron density was $10^{11}$ cm$^{-2}$. In the first 500 fs, the electron temperature rapidly decreases and the phonon temperature rapidly increases. For photoexcited carrier densities in the $10^{11} - 2 \times 10^{12}$ range, the maximum phonon temperatures were found to be in the 550–1550 K range, in agreement with the earlier findings of Song et al. As the temperature of the carriers and the phonons approach each other, the net energy exchange between the electrons and the phonons also decreases. The hot optical phonons then become the main bottleneck for further carrier cooling. It should be noted that the subsequent cooling of the coupled carrier-phonon system is not determined by the phonon lifetime alone. The coupling of the hot carriers to the phonons retards the cooling of the phonons. Figure 3(d) shows that the phonon occupation numbers exhibit decay times that are slightly longer than the value of $\tau_{ph}$ and in the 2.9–3.5 ps range.

Experimental results show that the optical phonon cooling rates on short time scales are independent of the growth technique, the number of graphene layers, and the type of the substrate. On the fast times scales relevant to our experiments, energy transport among the graphene layers, or between the graphene layers and the substrate, is not the bottleneck for hot optical phonon relaxation. Measured optical phonon lifetimes agree very well with the theory based on anharmonic phonon interactions developed by Bonini et al. Contrary to expectations, the substrate (SiC and quartz) optical phonons do not seem to play noticeable or distinctive role in hot carrier relaxation. This could be because the samples used in this study were not single-layer.

The authors acknowledge support from Eric Johnson through the National Science Foundation, the DARPA Young Faculty Award, the AFOSR Contract No. FA9550-07-1-0332, monitor Donald Silversmith, and the Cornell Center for Materials Research (CCMR) program of the National Science Foundation (Cooperative Agreement No. 0520404).